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Abstract: Understanding the shear strength and failure mechanism of a rock joint is essential in rock engineering. This study performed a
series of direct shear tests and discrete element modelings on artificial joint specimens to investigate the effect of roughness [randomly gen-
erated joint profiles with joint roughness coefficient (JRC)= 20, 19.6, and 10] on the joint strength. The results of the numerical simulation
were consistent in the peak shear strength with the laboratory tests and Barton’s equation. From a microscopic viewpoint, the rock joint’s peak
and residual shear strength were mainly mobilized from the friction property of such a joint profile. The contribution of friction to the shear
strength at the residual stage was reduced because of dilation behavior and decreasing contact area along the joint surface. Therefore, the
mobilized friction angle decreased from the initial basic friction angle to a certain value depending on the initial JRC value. The mobilized
JRC of a rock joint was found to be related to the initial JRC, the unconfined compressive strength (UCS) of joint material, and the applying
normal stress. The surface of joint models with high UCS is less damaged than that with low UCS. Finally, a new model for predicting the
residual shear strength of a rock joint was also proposed, which can be applied for the joint using both randomly generated profiles and Bar-
ton’s standard profiles. DOI: 10.1061/(ASCE)GM.1943-5622.0002432. © 2022 American Society of Civil Engineers.

Author keywords: Artificial rock joints; Discrete element method model; Peak and residual shear strength; Mobilized joint roughness co-
efficient; Mobilized friction angle.

Introduction

The mechanical behavior of fractures strongly influences the peak
and residual shear strength of rock mass, which needs to be esti-
mated to design underground structures, rock slope, and tunneling.
Barton (1973) performed a series of direct shear (DS) tests on
jointed rock specimens. The test results indicated that the peak
shear strength was highly related to the normal stress, the joint
roughness coefficient (JRC), and the unconfined compressive
strength (UCS) of such a joint. The determination of JRC value
was then investigated by many researchers (Myers 1962; Tse and
Cruden 1979; Krahn and Morgenstern 1979; Feder 1988;
Malinverno 1990; Lee et al. 1990; Wakabayashi and Fukushige
1992; Tatone and Grasselli 2010). Lê et al. (2018) introduced a
new and simple method called profile height variation (PHV) for
estimating the JRC value. The PHV method can be used to ran-
domly generate any rock joint profile with a given JRC value. In
this method, the PHV data follows the normal distribution with
the zero mean and the standard deviation of the PHV. Moreover,

the surface degradation and failure mechanism of a joint were
well evaluated using DS tests (Usefzadeh et al. 2013; Jiang et al.
2015a; Babanouri and Karimi 2015; Pickering and Aydin 2016;
Liu et al. 2017; Singh and Basu 2018; Meng et al. 2018; Le
et al. 2019).

Barton (1982) found that the mobilized JRC could be predicted
by linearly interpolating the peak shear displacement value using
Barton’s proposed table. However, the influence of normal stress
and UCS on the surface roughness was not considered at the post-
peak stage. Besides, the mobilized friction angle was assumed as a
constant value after the peak stage, which might need to be reesti-
mated. Asadollahi and Tonon (2010) modified the previous Bar-
ton’s model based on the results of 366 DS tests. An empirical
equation, which was only based on estimating the peak shear dis-
placement, was then introduced to predict the mobilized JRC. A
new table was also proposed to predict the stress–displacement
curve at the prepeak stage. Amiri et al. (2014) investigated the in-
fluence of material deformability on rock joints’ shear strength by
performing 110 DS tests on artificial specimens. Their results indi-
cated that the shear strength and stiffness of the stress–displacement
curve were highly related to Young’s modulus of joint material.
Singh et al. (2017a, b) investigated the effect of irregularity
depth, heterogeneity, and dynamic stress conditions on the incre-
mental shear stress developed in irregular transversely rock
media such as sandstone, granite, and marble. Furthermore, the
closed-form expression of incremental shear stress was also analyt-
ically developed. The dynamic behavior of the rock medium was
also evaluated and discussed through numerical computations
(Singh et al. 2018; Negi et al. 2019). Liu et al. (2020) conducted
150 DS tests on artificial joint specimens to study the effect of sur-
face degradation of such a joint during shearing. The test results im-
plied that the mobilized JRC value strongly depended on the
applied normal stress, the initial JRC value (JRC before the test),
and the UCS of joint material. The mobilized friction angle was re-
duced at the postpeak stage, but the reason for the reduction was not
explained well. Besides, their study on artificial joint specimens
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was only based on four Barton’s standard profiles, which might need
to be checked and compared with more realistic profiles in the field.
They also concluded that the mobilized JRC value of the specimen
with large UCS decreased more significantly than that with small
UCS, which might be questionable. The joint specimen’s mechanical
behavior with large UCS (larger than 28.62 MPa) was not investi-
gated, which might differ from the specimens within the UCS
range in their study. Most studies on estimating the postpeak shear
strength of a rock joint were only based on laboratory observation.
A misunderstanding of the joint’s failure mechanism during shearing
may lead to incorrectly predicting the mobilized JRC and friction
angle. Therefore, a numerical model for simulating the mechanical
behavior of the rock joint may be needed.

The behavior of rockmass containing fractures could be well sim-
ulated using the discrete element method (DEM), finite difference
method (FDM), and finite element method (FEM) (Asadi et al.
2013; Liu et al. 2014; Bahaaddini et al. 2014; Jiang et al. 2015b;
Guo and Qi 2015; Fan et al. 2015; Bahaaddini et al. 2016; Cheng
et al. 2016; Wang et al. 2017; Lê et al. 2018; Sharma et al. 2018).
Gao et al. (2019) employed the extended finite element method to
simulate the behavior of fracture toughness in anisotropic material.
The simulation result indicated that the development of crack
paths was well predicted. Tang et al. (2019) performed the finite el-
ement meshfree modeling to explore the fracture intensity and frac-
ture orientation of the fluid porous rock. Fei and Choo (2021)
proposed the use of two phase-field models for simulating the fric-
tional shear and cohesive tensile fractures in rocks. The proposed
models showed a good estimation of fracture strength, which was
independent of the phase-field length. Le et al. (2021) performed
lots of lab tests and DEM simulations on artificial joint models
with JRC= 19.6 using the PHV method and 3D-printing technol-
ogy. Their results indicated that the DEM simulation reasonably
compared well with the lab test in terms of the peak shear strength
and the stress–displacement curve trend. From a microscopic
viewpoint, the development of fractures, shear stress, and contact
forces within the joint model was related to the applied normal
stress and shear displacement. The previous discussion implies
that the PHV method and DEM simulation can be used to study
a rock joint’s mechanical behavior under DS conditions. How-
ever, their study was only based on the soft artificial rock joint
with very low strength (UCS= 4.42 MPa). The influence of the
JRC and UCS on the peak and residual shear strength of a rock
joint was also not investigated.

Therefore, this study investigated JRC and UCS’s effect on the
peak and residual shear strength of rock joints through a series of
physical and numerical models. Artificial joint specimens with dif-
ferent JRC values (20, 19.6, and 10) were replicated using the PHV
method (Lê et al. 2018, 2021) and 3D-printing technology. The
UCS of artificial material (a mixture of cement, sand, and water)
was 37.1 MPa (rock mass with medium strength in ISRM classifica-
tion). The joint surfaces of all specimens before and after the tests
were scanned using blue LED projection technology to determine
the actual JRC value. Afterward, a 2D particle flow code software
(PFC2D version 5.0 by Itasca 2017) was used to simulate rock
joints’ mechanical behavior under DS conditions. The joint surface
in 2D DEM was modeled based on the actual scanned profile ob-
tained from the laboratory. DS tests on artificial joint models were
performed under different normal stresses (0.4, 1, and 2 MPa).
The lab test results were then used to validate the 2D DEM model
in terms of the peak shear strength and the stress–displacement
curve. The failure mechanism and shear strength of the joint was
then discussed based on the observation of lab tests and 2D DEM
simulations. The characteristics of mobilized JRC and mobilized
friction angle at the residual stage were also evaluated and explained

from the microscopic viewpoint. Finally, a new equation for predict-
ing the residual shear strength of a rock joint was proposed.

Methodology

Preparation of Artificial Joint Specimens with Different
Joint Profiles

This study extends the study of Le et al. (2021), the influence of
surface roughness on the peak and residual shear strength of a
rock joint was investigated using three previous randomly gener-
ated profiles. The 2D joint profiles with JRC= 20 [Fig. 1(a)] and
JRC= 10 present the high and moderate JRC values. The dimen-
sion of the 3D profile with JRC= 20 was illustrated in Fig. 1(b),
which was formed based on the 2D profile. The 3D model block
with a given joint surface could be printed using the above 3D pro-
file and 3D-printing technology [Fig. 1(c)]. The 3D block was then
positioned inside the acrylic box for casting purposes [Fig. 1(d)].
An artificial joint specimen with a particular JRC value could be
cast by slowly pouring cement material into the box. The cement
material was a mixture of cement, sand, and water with the speci-
fied mixing ratio by weight (1:1:0.6). The UCS of the cement speci-
men, which presented cement material strength, was determined
based on the UCS test. The average UCS of cement mixture was
determined as 37.1 MPa, which was classified as moderate rock
strength (ISRM classification). Besides, the artificial joint cement
specimen with JRC= 19.6 was also cast to compare the mechanical
behavior with the gypsum material from the previous study (Le
et al. 2021) under the same JRC value. Artificial cement specimens
after casting were shown in Figs. 2(a–c). A joint specimen before
and after the test was scanned to calculate the actual JRC value
(Fig. 3). For each specimen, the surfaces of the lower and upper
parts were both scanned. However, in this study, the scanning result
from the lower part was mainly estimated. A total of nine profiles
with an equal space (1.2 cm) were chosen from the joint surface, as
illustrated in Fig. 2(d). The scan result of all artificial cement spec-
imens before the test is shown in Table 1. The JRC values of the
joint profiles with JRC= 19.6, JRC= 20, and JRC= 10 (initial val-
ues) were reevaluated as 11, 10, and 2.4, respectively. The JRC re-
duction of cement specimens is larger than that of gypsum
specimens (Le et al. 2021). The reason may be due to the shrinkage
process of the cement mixture during and after replicating. Barton’s
equation could later reexamine the peak shear strength of a rock
joint obtained from the lab test based on the actual JRC value.

Formation of a 2D-DEM Joint Model with Scanned JRC

To simulate cement material in 2D DEM, the UCS of the numerical
model should be similar to that of actual cement specimens. The
numerical model of the UCS test was first performed to validate
with the laboratory tests. The UCS model size was 50 mm in
width and 125 mm in height, which was simulated using 112,132
particles with a uniform radius of 0.125 mm (Fig. 4). In the labora-
tory, the UCS test was conducted using stress-controlled equipment
with the measurement of peak strength only (a limitation of our cur-
rent apparatus). Therefore, the calibration of the UCS simulation
was only performed on the peak strength. The simulated UCS
model was compressed at a constant strain rate of 0.021 mm/s
until the peak strength was reached. The particle assembly was con-
nected using the parallel bond model. Some micro parameters such
as the effective Young’s modulus, bond stiffness, tensile strength,
cohesion, and friction coefficient in the parallel bond model highly
control the UCS of a rock sample in 2D-DEM simulation. The linear

© ASCE 04022112-2 Int. J. Geomech.
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(a)

(b) (d)

(c)

Fig. 1. Preparation of 3D model block using 3D-printing technology: (a) 2D joint profile with JRC= 20; (b) 3D joint profile with JRC= 20;
(c) 3D printed model block; and (d) acrylic box.

(a) (b)

(c) (d)

Fig. 2. Artificially cast cement specimens with given JRCs: (a) JRC= 20; (b) JRC= 19.6; (c) JRC= 10; and (d) location of scan lines.

© ASCE 04022112-3 Int. J. Geomech.

 Int. J. Geomech., 2022, 22(8): 04022112 

D
ow

nl
oa

de
d 

fr
om

 a
sc

el
ib

ra
ry

.o
rg

 b
y 

N
at

io
na

l C
hi

ao
 T

un
g 

U
ni

ve
rs

ity
 o

n 
05

/2
6/

22
. C

op
yr

ig
ht

 A
SC

E
. F

or
 p

er
so

na
l u

se
 o

nl
y;

 a
ll 

ri
gh

ts
 r

es
er

ve
d.



contact model was also used to simulate the force-displacement
interaction between particle and wall or amongst particles when
the parallel bond contact was broken. The above parameters were
evaluated and chosen based on trials and errors in comparing the
strength and failure mode between lab tests and simulations. Table 2
shows the calibrated parameters used in this study.

A rock joint’s mechanical behavior could be investigated based
on nine DS tests in 2D DEM simulation. Each 2D DEMmodel with
100 × 70 mm in dimensions contained 32,352 particles with a ra-
dius of 0.125 mm and 24,032 particles with a radius of 0.25 mm.

(a)

(b)

(c)

Fig. 3. Scanned profile of the cement specimens before the test and the comparison with initial profiles: (a) given JRC= 19.6, actual JRC= 11;
(b) given JRC= 20, actual JRC= 10; and (c) given JRC= 10, actual JRC= 2.4.

Table 1. Actual JRC value of artificial joint specimens after replicating

Reduction of JRC after replicating

Material used Given JRC Scanned JRC

Gypsum (Le et al. 2021) 19.6 16.8
Cement (this study) 20 10

19.6 11
10 2.4

Fig. 4. Dimensions of UCS model in 2D-DEM.

© ASCE 04022112-4 Int. J. Geomech.
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The use of different particle sizes in the DS simulation was well dis-
cussed by Lê et al. (2018, 2021). Afterward, the joint profile with
actual JRC values (10, 11, and 2.4) obtained from the artificial
specimens’ scanning result was generated in the middle of the
2D DEM model. In each joint model, 399 small fractures with
given coordinates were generated using the smooth joint model
to form the joint surface. The fracture in the 2D DEMmodel is rep-
resented by three components including the fracture center, length
of fracture, and dip direction [Fig. 5(a)]. Therefore, the change of
the three components of fractures will accordingly change the

roughness of the joint surface (the JRC value). The complete
2D-DEM models with given JRC values (10, 11, and 2.4) are illus-
trated in Figs. 5(b–d). The polylines in the middle of the models
present the joint surface. The smooth joint model’s properties, in-
cluding the joint stiffness and friction coefficient, strongly influ-
ence the joint surface’s shear behavior. The joint models were
sheared at a constant velocity of 0.0083 mm/s under different nor-
mal stresses (0.4, 1, and 2 MPa) in laboratory tests and numerical
simulations. A DS test could be terminated when the shear dis-
placement reached 10 mm. In this study, hundreds of UCS and
DS simulations were performed to adjust the 2D DEM model pa-
rameters. The final set of parameters (Table 2) was selected when
consistent results regarding the strength, failure type, and stress–
displacement trend between lab tests and simulations were ob-
tained. The number of broken bonds was evaluated during shearing
to explore the rock joint’s failure mechanism under DS conditions.
After shearing, the upper part of the DS model was detached from
the lower part. The actual JRC value of the 2D DEM models was
then determined for further comparison with lab tests.

DS Results and Verification of 2D DEM Models

In the laboratory, the average UCS of the cement specimens was ap-
proximately 37.1 MPa. The UCS of the 2D DEM model with the
parameters in Table 2 was 36.9 MPa, consistent with the laboratory
results. Figs. 6(a and b) compares the UCS specimen’s failure

Table 2. Parameters in the 2D-DEM model with UCS= 36.9 MPa

Model Particle property Values

Linear contact Effective modulus (N/m2) 3.6 × 108

Normal to shear stiffness ratio (–) 2.5
Friction coefficient 0.5

Linear parallel bond Bond effective modulus (N/m2) 9 × 107

Normal to shear stiffness ratio (–) 2.5
Critical damping ratio (–) 0.05
Tensile strength (Pa) 3.2 × 107

Cohesion (Pa) 3.2 × 107

Friction angle (degrees) 0

Smooth joint Normal stiffness per unit area (N/m3) 1 × 106

Shear stiffness per unit area (N/m3) 1 × 106

Friction coefficient (−) 0.7

(a) (b)

(c) (d)

Fig. 5. Simulation of the joint with actual JRC in 2D-DEM: (a) details of fracture formation; (b) joint profile with JRC= 2.4 (No. of parallel bonded
contact= 112,742; No. of smooth joint contact= 17,056); (c) joint profile with JRC= 10 (No. of parallel bonded contact= 109,766 and No. of smooth
joint contact= 19,098); and (d) joint profile with JRC= 11 (No. of parallel bonded contact= 110,774 and No. of smooth joint contact= 14,387).

© ASCE 04022112-5 Int. J. Geomech.
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conditions between lab tests and numerical simulation. A similar
crack at the top-right side of the two models was observed. The typ-
ical stress–strain curve of the UCS model in 2D DEM was also de-
picted in Fig. 6(c). The peak strength was reached at the axial strain

of 8.5%. Therefore, the simulated model could be classified as the
medium-strength rock with highly yielding based on Deere andMil-
ler (1996) classification. The results indicated that the 2D DEM
could well simulate a rock mass’s mechanical behaviors.

(a) (b) (c)

Fig. 6. Results of UCS test: (a) cement plaster specimen at failure; (b) simulated specimen at failure; and (c) the stress–strain curve of UCS
simulation.

(a) (b) (c)

Fig. 7. Comparison of DS test results for the cement and 2D-DEM models with JRC= 2.4 under different normal stresses: (a) 0.4 MPa; (b) 1 MPa;
and (c) 2 MPa.

(a) (b) (c)

Fig. 8. Comparison of DS test results for the cement and 2D-DEM models with JRC= 10 under different normal stresses: (a) 0.4 MPa; (b) 1 MPa;
and (c) 2 MPa.

(a) (b) (c)

Fig. 9. Comparison of DS test results for the cement and 2D-DEM models with JRC= 11 under different normal stresses: (a) 0.4 MPa; (b) 1 MPa;
and (c) 2 MPa.

© ASCE 04022112-6 Int. J. Geomech.
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Figs. 7–9 compare the DS results between lab tests and numer-
ical simulation. The difference in the peak shear strength amongst
lab tests, Barton’s prediction, and numerical simulation was pre-
sented in Table 3. With the given JRC values and basic friction
angle, the peak shear strength of a rock joint could be calculated
using Barton’s formula. The basic friction angle, which was deter-
mined based on the DS test of a flat joint surface model, was 37°.
Table 3 implied that most lab tests showed a good comparison of
the peak shear strength with Barton’s estimation (less than 10%
difference). The maximum differences are 14.62% and 16.19%
for the lab tests with JRC= 10 and 2.4 under 1 MPa normal stress,
which can be acceptable. The peak shear strength of 2D-DEM
models with JRC= 2.4 (Fig. 7) under different normal stresses
(0.4, 1, and 2 MPa) was 0.5, 1.06, and 1.69 MPa, respectively.
The result indicates that the peak shear strength of 2D-DEM mod-
els with JRC= 2.4 is similar to that in the laboratory, especially
under 2 MPa normal stress. The maximum difference between
the lab test and 2D-DEM simulation is only 5.7% under the nor-
mal stress of 1 MPa. Under 1 and 2 MPa normal stress, although
the lab test’s peak shear strength is reached at a higher shear dis-
placement than that of the 2D-DEM simulation, the slope of the
prepeak stress–displacement curve is almost the same. The differ-
ence in the peak shear displacements (shear displacement value at
the peak shear strength) between the lab test and simulation may
be attributed to the imperfect contact of the lower and upper parts
of the laboratory’s joint specimens. Therefore, when the joint speci-
men is sheared, additional shear displacement is required to make the
joint in perfect contact and to reach the peak shear strength. The lab
test and 2D-DEM models with JRC= 10 are shown in Fig. 8. Under
0.4, 1, and 2 MPa normal stress, the differences in the peak shear
strength between the lab test and simulation are 5.8%, 4.7%, and
6.1%, which implies a good comparison. Although the trend of
stress–displacement curves in the 2D-DEM model under 2 MPa
show a slight difference with the lab test, most of the tests indicate

a reasonable comparison. Fig. 9 shows the stress–displacement
curves of the joint model with JRC= 11. Under 0.4 and 2 MPa nor-
mal stress, there is almost no difference in the peak shear strength
between the lab test and the simulation. Under 1 MPa normal stress,
the difference in the peak shear strength is about 12%, which is still
within the acceptable value range. The previous discussion indicates
that the 2D-DEM model with a randomly generated profile can be
used to explore the rock joint’s micromechanical behaviors during
and after shearing, especially for two distinct materials. The lab
test result was then used for further analysis, such as estimation of
residual shear strength.

Mechanical Behavior of the Artificially Jointed
Cement Models

Lab Test Results

To better evaluate the UCS, JRC, and normal stress on the shear
strength of the joint, top-view photographs of the sheared profiles
of cement specimens with different JRC values (11, 10, and 2.4)
after the test are illustrated in Figs. (10)–(12). In each photo
[Fig. 10(a)], the lower part of the cement specimen is depicted on
the left-hand side, and the upper part is depicted on the right-hand
side. The joint surface’s damaged area is marked with the dashed
rectangles to easily investigate the detailed variations of the joint
profile after shearing. The damage ratio of the joint surface of ce-
ment specimens, which equals the damaged area divided by the
total area, is also calculated and compared in Table 4. Overall,
under the same normal stress, the joint surfaces’ damage ratio de-
creases with the decrease of the JRC values. With the increase of
normal stress, a higher damage ratio or more damage can be ob-
served. Under the normal stress of 0.4 MPa, the cement sample re-
veals slight damage at a few local parts of the specimen. In contrast,

Table 3. Comparisons on the peak shear strength of cement specimens amongst lab tests, Barton’s formula, and 2D-DEM simulation

UCS
(MPa)

Basic friction angle
(degree)

Given
JRC

Actual JRC
before test

Normal stress
(MPa)

Peak shear strength of joint model (MPa)

Lab test
Barton’s formula and percentage

difference (%)
2D-DEM simulation

percentage difference (%)

37 37 20.00 10.00 0.40 0.55 0.61 (−9.55%) 0.52 (5.77%)
10.00 1.00 1.12 1.31 (−14.62%) 1.07 (4.67%)
10.00 2.00 2.43 2.36 (3.14%) 2.29 (6.11%)

19.60 11.00 0.40 0.62 0.66 (−5.49) 0.61 (1.64%)
11.00 1.00 1.31 1.39 (−5.69%) 1.17 (11.97%)
11.00 2.00 2.29 2.46 (−7.08%) 2.21 (3.62%)

10.00 2.4 0.40 0.49 0.44 (11.04%) 0.5 (−2.00%)
2.4 1.00 1.00 0.86 (16.19%) 1.06 (−5.66%)
2.4 2.00 1.67 1.68 (−0.50%) 1.69 (−1.18%)

(a) (b) (c)

Fig. 10. Top views of postshearing profile with different JRCs under normal stress of 0.4 MPa: (a) JRC= 11; (b) JRC= 10; and (c) JRC= 2.4.
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the remaining parts clearly retain the joint surface’s shape, indicating
that the shearing resistance may come from the relative sliding be-
tween the specimen’s lower and upper parts. Under low normal
stress, the shear strength of the artificial cement specimen may be
only mobilized from the frictional property of such a joint. The
joint cement specimens’mechanical behavior is similar to what is ob-
served for the gypsum specimen under low normal stress. However,
under high normal stress, mechanical behavior may be a slight differ-
ence. Under 1 MPa normal stress, the damage ratio of cement spec-
imens with different JRC varies from 8% to 16%, which indicates
that more damages are observed. In this case, the frictional character-
istic and the joint profile’s cohesion may both contribute to the shear
strength of artificial cement specimens. Under the normal stress of
2 MPa, the average damage ratio of all cement specimens is about
20%, which implies that the contribution of cohesion to the shear
strength of cement specimens increases. Under high normal stress,
the gypsum specimen’s joint profile is almost sheared (damage
ratio= 69.4%), while that of the cement specimen is slightly sheared.
The difference in failure behaviors of gypsum and cement specimens
during shearing may be due to the difference in the UCS of the two
materials. Under low UCS (4.42 MPa), the joint gypsum specimens’
shear strength is mostly mobilized from the gypsum material’s cohe-
sion under high normal stress (2 MPa). However, for the cement
specimens under the same stress condition, most of the shear strength
comes from the joint profile’s frictional properties.

DEM Simulation

The rock joint’s failure mechanism is further investigated from the
microscopic viewpoint in the 2D DEM simulation. Fig. 13 shows
the accumulation of fractures of the joint profile in different models
under 1 MPa normal stress. The result indicates that the number of
fractures in cement models is much smaller than that in gypsum
models (Le et al. 2021). This difference may be attributed to the
low ratio, 0.027, of normal stress to UCS of simulated cement ma-
terial. Under different normal stresses, there are almost no fractures
formed at the peak shear strength stage. The previous observation
implies that cement models’ peak shear strength mainly comes
from the friction along with the joint profile, which is similar to
gypsum models’ behavior. Afterward, fractures begin to develop
at the residual stage (5 and 10 mm shear displacements), but the
number of fractures is very small. The result proves that the residual
shear strength mostly arises from the friction while the contribution
of cohesion is insignificant, which is different from gypsum mod-
els. A similar fracture development trend was also observed for ce-
ment models under 0.4 and 2 MPa normal stresses. The above
discussions indicate that the UCS of the simulated model is related
to the failure mechanism and the shear strength development of the
joint model under DS condition. The development of fractures was
also estimated by recording the number of broken bonds of the con-
nected particles during shearing (Fig. 14). For cement models, the
number of broken bonds is much smaller than that of the gypsum
model, which may be due to the high UCS of simulating material.
Under the same UCS (36.9 MPa), the model with a large JRC value
shows more broken bonds (or fractures) than the model with a
small JRC value. For example, under 2 MPa normal stress, the per-
centages of broken bonds of the 2D-DEM models with JRC= 2.4,
JRC= 10, and JRC= 11 are 0.2%, 0.28%, and 0.36%, respectively.
The above discussion indicates that the rock joint’s failure mecha-
nism during shearing is associated with the joint profile’s rough-
ness and normal stress applied to the model.

Fig. 15 shows the observation of joint surfaces at different
stages of shearing in the 2D DEM models. All models show that

(a) (b) (c)

Fig. 11. Top views of postshearing profile with different JRCs under normal stress of 1 MPa: (a) JRC= 11; (b) JRC= 10; and (c) JRC= 2.4.

(a) (b) (c)

Fig. 12. Top views of postshearing profile with different JRCs under normal stress of 1 MPa: (a) JRC= 11; (b) JRC= 10; and (c) JRC= 2.4.

Table 4. Damage ratio of cement specimens and comparison with gypsum
specimen (Le et al. 2021)

Normal
stress
(MPa)

Cement specimen (%) (this study)
Gypsum specimen (%)

(Le et al. 2021)

JRC= 11 JRC= 10 JRC= 2.4 JRC= 16.8

0.40 8.60 1.80 6.40 15.85
1.00 15.90 10.15 8.03 53.80
2.00 22.12 20.92 17.66 69.40

© ASCE 04022112-8 Int. J. Geomech.
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the lower and upper surfaces are well contacted at the peak stage
without any gaps. The result proves that the basic friction angle
is fully mobilized at the peak stage, which agrees well with the
lab observation from previous studies (Barton 1982; Asadollahi
and Tonon 2010; Liu et al. 2020). For cement models
[Fig. 15(a)], many gaps along with joint surfaces are obvious due
to dilation (5 and 10 mm shear displacement), which may cause
the shear strength reduction at the residual stage. The degree of di-
lation highly depends on the joint roughness. In this case, the basic
friction angle may not be fully mobilized because the contact area is
partially decreased. For gypsum models at the residual stage
[Fig. 15(b)], dilation behavior is also observed under 0.4 MPa nor-
mal stress, similar to cement models. However, under 1 and 2 MPa
normal stress, gypsum models’ basic friction angle may be fully

mobilized. The above discussion indicates that the investigation
of mobilized JRC and mobilized friction angle plays a vital role
in estimating a rock joint’s residual shear strength.

Estimation of Residual Shear Strength

Mobilized JRC

All artificial joint specimens after the shear test were scanned to
evaluate the joint surface degradation. The scanned results indi-
cated that the mobilized JRC was related to the normal stress and
the UCS of cement specimens (Table 5). Under large normal stress,
the reduction rate of the JRC is higher than that under small normal

(a)

(b)

(c)

Fig. 13. Accumulation of broken bonds along with the joint profile of different 2D-DEM models under the normal stress of 1 MPa at various shear
displacements: (a) displacement at peak shear stress; (b) 5 mm; and (c) 10 mm.

(a) (b) (c)

Fig. 14. Percentage of broken bonds of different 2D-DEMmodels under various normal stresses during shearing: (a) models with JRC= 2.4; (b) mod-
els with JRC= 10; and (c) models with JRC= 11.

(a) (b)

Fig. 15. Shearing process of 2D DEM models: (a) cement models; and (b) gypsum models (data from Le et al. 2021).
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stress. The relationship between the actual JRC and the σ/UCS ratio
is shown in Fig. 16. For each group of the initial JRC, the above
relationship is represented by an exponential equation. The predic-
tion of mobilized JRC can be constructed by taking the average
value of constant parameters of three exponential equations in
Fig. 16. Some minor adjustments of constant parameters are then
performed based on lab test results to obtain Eq. (1). The predicted
JRC from Eq. (1) was then compared with the results using Liu
et al.’s model (2020), and Barton’s model (1982) (Fig. 17). The an-
alyzed results imply that all models may predict well the mobilized
JRC under a small initial JRC value. However, for high initial JRC
values, the result obtained from this study shows an improved pre-
diction in comparison to that using Liu et al.’s model. The reason
may be due to the high UCS (37.1 MPa) of cement specimens in
this study. Besides, the mobilized JRC predicted by Eq. (1) also
shows a good agreement with that obtained from the 2D DEM
models after shearing. A significant discrepancy in the prediction
of Barton’s model exists under high initial JRC values.

JRCpredicted = JRCinitial × 0.895e−2.048
σ

UCS (1)

Mobilized Friction Angle

Many previous studies showed that the basic friction angle remained
a constant value during shearing until the end of the test (Barton
1982). However, Liu et al. (2020) indicated that the joint’s friction
angle was decreased based on their lab test results. In this study,
the friction angle’s influence was investigated using Eq. (2),
which was based on the transformation of Barton’s model. In the
equation, the residual shear strength τresidual was obtained based
on the stress–strain curve of cement specimens at the postpeak
strength stage. Besides, the actual JRC value of joint surfaces
after the test was also taken into account. The calculation results
are illustrated in Table 6. A new term called deduction factor D,
which was defined as the ratio of the mobilized friction angle to
the initial basic friction angle, was also calculated. The analyzed re-
sult implies that the friction angle is reduced from the initial basic
friction value to a certain value, which is independent of the normal
stresses applied to the specimens. The reason for the reduction of
friction angle may be due to the following reasons. The basic fric-
tion angle was obtained based on the direct shear test of the flat
joint model. During shearing, the artificial specimen’s lower and
upper parts were perfectly connected until the test is terminated.
However, the above perfect connection was only observed at the
shearing process’s prepeak stage for the specimens with given
JRC values (11, 10, and 2.4). After the peak shear strength was ob-
tained, the joint surface began to be sheared, which also depended
on the initial JRC value and the UCS of the material. Therefore, the
connection between the lower and upper parts of the specimen

Table 5. Actual JRC of cement models after the test

UCS
(MPa)

Given
JRC

Normal
stress
(MPa)

Actual
JRC

before test

Actual
JRC after

test
Reduction
rate (%)

37 20.00 0.40 10.00 8.40 16.00
1.00 10.00 8.36 16.40
2.00 10.00 8.25 17.50

19.60 0.40 11.00 9.96 9.45
1.00 11.00 9.77 11.18
2.00 11.00 9.01 18.09

10.00 0.40 2.40 1.77 26.25
1.00 2.40 1.59 33.75
2.00 2.40 1.52 36.67

Fig. 16. Relationship between residual JRC and initial JRC with re-
spect to the normal stress and UCS ratio of artificial cement specimens.

Fig. 17. Estimation of the JRC after the test.

Table 6. Estimation of the mobilized friction angle

Basic friction
angle ϕ0

(degree)
UCS
(MPa)

Given
JRC

Actual JRC
before the

test

Normal
stress
(MPa)

Actual
JRC after
the test

Residual shear
strength from
Lab test (MPa)

Estimation of
mobilized friction
angle ϕ1 (degree)

Deduction
factor

D=ϕ1/ϕ0

Average
value of D

Standard
deviation
of D

37 37 20 10 0.4 8.4 0.43 31.85 0.83 0.82 0.012
1 8.36 0.93 29.81 0.81
2 8.25 1.75 31.21 0.83

19.6 11 0.4 9.96 0.44 28.14 0.76 0.77 0.011
1 9.77 0.96 28.51 0.77
2 9.01 1.70 28.95 0.78

10 2.4 0.4 1.77 0.31 34.30 0.93 0.92 0.006
1 1.59 0.74 34.01 0.92
2 1.52 1.44 33.83 0.91

© ASCE 04022112-10 Int. J. Geomech.
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might not be good because of the surface damage and the dilation
behavior. The effect of initial JRC on the deduction factor D was
also evaluated in Fig. 18. The joint profile with a large initial JRC
value showed a higher reduction than that with a small initial JRC
value. The mobilized friction angle at the residual stage was found
to be associated with the initial JRC value [Eq. (3)]. The back-
calculation of mobilized friction angle using different models is
shown in Table 7. Barton (1982) assumed that at the residual
stage, the mobilized friction angle was equal to the basic friction
angle. The results indicate that Barton’s prediction shows a large dif-
ference in the mobilized friction angle compared to the lab test cal-
culation. The prediction using Eq. (3) shows the best result. Finally,
Eq. (4) was introduced to predict the joint’s residual shear strength.

ϕ1 = tan−1
τ

σn

( )
− JRClog10

UCS

σn

( )
(2)

ϕmobilized =∅initial × D =∅initial × 0.9646e−0.019JRCinitial (3)

τresidual = σntan
(
JRCinitial × 0.895e−2.048

σ
UCS

)
log10

(
UCS

σn

)[

+ ∅initial × 0.9646e−0.019JRCinitial

]
(4)

Verification of the Proposed Model

Lab Test Results in This Study
The residual shear strength of lab tests was used to verify the pro-
posed model [Eq. (4)] in this study. The prediction of shear strength
from Eq. (4) was compared with that from Liu et al. (2020) and Bar-
ton (1982) in Fig. 19. The results from Eq. (4) show a more accurate
prediction than other models. Barton’s model overestimates the re-
sidual shear strength, while the Liu et al. (2020) model shows an un-
derestimation. Therefore, the proposed model of residual shear

strength can be applied within the UCS ranged 0–37.1 MPa, even
higher.

Lab Test Results by Liu et al. (2020)
Liu et al. (2020) proposed a new model for estimating the postpeak
shear strength of artificial joint specimens (eight test groups). The
lab results were then compared with their proposed model, Barton’s
model (1982), and Asadollahi and Tonon’s model (2010). Their
comparisons indicated that different models showed different fluc-
tuations in both the peak and residual shear strength to the lab test
results. In this study, the lab tests’ residual shear strength at the
shear displacement of 9.6 mm was collected from Liu et al.’s
study to compare with the prediction result using Eq. (4) (Table 8).
The initial JRC value for each test was collected from their test
data, and the basic friction angle was also calculated. With
known initial JRC value and basic friction angle, the residual
shear strength at 9.6 shear displacement could be predicted using
Eq. (4), as shown in Table 8. The estimated residual shear strength
in this study compared well with that of the lab test results by Liu
et al. (2020). The difference between the lab test and the prediction
is less than 6% for different test groups (A2, A3, A4, B2, B3, and
B4), while the maximum difference of Liu’s model, Barton’s
model, and Asadollahi’s model are 13.5%, 17.07%, and 18.32%,
respectively. For other test groups (C3, C4), Barton’s model and
Asadollahi’s model highly overestimated the joint’s residual
shear strength; the maximum differences are 68.23%, 59.11%, re-
spectively. However, this study and Liu’s model show a better pre-
diction, although the maximum differences are still large for test
group C4 (38.63% and 36.11%). The reason may be due to the
high normal stress, which is applied to the specimens. The σn/UCS
ratio should be ranged between 0.001 and 0.1 (Asadollahi and

Fig. 18. Reduction of basic friction angle in the residual stage.

Table 7. Comparison of the prediction of the mobilized friction angle using different models

Φ
basic

Φ
mobilized

Φ mobilized (prediction by Barton 1982) and
percentage difference with lab test (%)

Φ mobilized (prediction by Liu et al. 2020)
and percentage difference with lab test (%)

Φ mobilized (prediction by Eq. (3) and
percentage difference with lab test (%)

37 31.85 37 (16.16%) 28.23 (−11.34%) 29.51 (−7.34%)
29.81 37 (24.11%) 28.00 (−6.80%) 29.51 (−1.00%)
31.21 37 (18.53%) 27.60 (−11.56%) 29.51 (−5.45%)
28.14 37 (31.47%) 28.11 (−0.10%) 28.95 (2.90%)
28.51 37 (29.78%) 27.87 (−2.22%) 28.95 (1.58%)
28.95 37 (27.82%) 27.48 (−5.05%) 28.95 (0.04%)
34.3 37 (7.89%) 29.19 (−14.86%) 34.09 (−0.57%)
34.01 37 (8.80%) 28.95 (−14.86%) 34.09 (0.27%)
33.83 37 (9.38%) 28.54 (−15.62%) 34.09 (0.80%)

Fig. 19. Estimation of residual shear strength of artificial joint
specimens.
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Tonon 2010). The above discussion indicated that the proposed em-
pirical model in this study could be used to predict the residual shear
strength of the jointed rock using Barton’s standard profiles or ran-
domly generated profiles. Finally, the use of Eq. (4) for estimating
the residual shear strength of gypsum specimens (Le et al. 2021)
was also discussed in the next section.

Lab Test Results by Le et al. (2021)
The actual JRC value of gypsum specimens (Le et al. 2021) after
the test was illustrated in Table 9. Eq. (4) was then applied to pre-
dict the residual shear strength of gypsum specimens. The result in-
dicates that under low normal stress (0.4 MPa), Eq. (4) predicts
well the residual shear strength of the gypsum specimen. The pre-
dicted residual shear strength value was 0.33 MPa, while the lab
test result was 0.35 MPa (about 6.4% difference). However,
under high normal stresses (1 and 2 MPa), these two equations un-
derestimate the lab tests’ results. The reason may be attributed to
the small UCS of gypsum material (4.42 MPa). Under high normal
stress, gypsum specimens’ joint surface was severely damaged and
sheared inconsistently, leading to an increase in JRC value after the
test. This failure behavior of gypsum did not happen for cement
specimens under high normal stress because the UCS of cement
material was large (37.1 MPa). The above discussion implies that
the empirical equations in this study can be used to predict the mo-
bilized JRC, friction angle, and residual shear strength of the joint.
However, the level of normal stress applied to the specimen should
be considered. The ratio of the normal stress and the UCS (σ/UCS)
is suggested to be smaller than 0.1, based on the analyzed data from
the lab test results in this study.

Conclusions

In this study, a series of DS tests with given JRC values (20, 19.6,
and 10) were performed in both laboratory and 2D-DEM simula-
tion. Artificial cement specimens with different JRC (20, 19.6,
and 10) were cast using the PHV method and 3D-printing technol-
ogy. With the specified mixing ratio of cement, sand, and water, the

UCS of the cement specimens was about 37.1 MPa, classified as
moderate strength based on ISRM. After replicating, the actual
JRC values of artificial cement specimens were reestimated as
10, 11, and 2.4, respectively. Afterward, 2D DEM was used to sim-
ulate the mechanical behavior of rock joints under DS conditions.
The joint surface in 2D DEM was modeled based on the actual
scanned profile obtained from the laboratory. Barton’s equation
was also used to reexamine the peak shear strength of artificial
joint models. Consistent results were obtained by comparing labo-
ratory test results, numerical simulation, and Barton’s shear
strength equation. The following conclusions could be drawn.
1. Both lab tests and 2D DEM simulation results indicated that the

peak and residual shear strength of artificial cement models
(UCS= 37.1 MPa) were mainly mobilized from such a joint’s
friction property.

2. The shear strength and failure mechanism of artificial joint mod-
els strongly depend on the JRC, UCS, and normal stress. Ce-
ment models with high UCS (37.1 MPa) show less damaged
than gypsum models (Le et al. 2021) with low UCS
(4.42 MPa) based on the damage ratio analysis and observation
of fracture development in 2D DEM simulation. Under the same
UCS, the artificial cement specimen with a high JRC value was
more damaged than that with a low JRC value. The joint surface
of models under high normal stress was damaged more severely
than that under low normal stress.

3. The mobilized JRC was found to be associated with the initial
JRC value, UCS, and applied normal stresses. The mobilized
JRC value predicted by a new equation proposed is well
matched with that obtained in the laboratory and 2D DEM sim-
ulation. The mobilized friction angle was reduced from the ini-
tial basic friction value to a certain value, which was highly
related to the joint’s initial JRC before the test. The main reason
for reduction might be attributed to the dilation behavior and de-
creasing contact area of the joint surface.

4. A new empirical equation was introduced to predict the joint’s
residual shear strength. The proposed equation could predict
well the residual shear strength of artificial joint models using
randomly generated profiles and Barton’s standard profiles.

Table 8. Prediction of residual shear strength and the comparison with different models

Data from Liu et al.
(2020) Prediction of residual shear strength based on different models (MPa)

Test
τ (MPa)
Lab test

Barton’s prediction and
percent difference

Asadollahi’s prediction and
percent difference

Liu et al.’s prediction and
percent difference

This study’s prediction and
percent difference

A2 3.11 2.86 (−8.04%) 2.89 (−7.07%) 2.69 (−13.50%) 3.04 (−2.27%)
A3 3.14 3.06 (−2.55%) 3.09 (−1.59%) 2.8 (−10.83%) 2.96 (−5.89%)
A4 3.10 3.23 (4.19%) 3.27 (5.48%) 2.93 (−5.48%) 2.93 (−5.48%)
B2 2.05 2.4 (17.07%) 2.42 (18.05%) 2.1 (2.44%) 2.1 (2.44%)
B3 1.31 1.52 (16.03%) 1.55 (18.32%) 1.38 (5.28%) 1.38 (5.28%)
C3 3.26 5.01 (53.68%) 4.73 (45.09%) 4.02 (23.31%) 4.05 (24.14%)
C4 3.84 6.46 (68.23%) 6.11 (59.11%) 5.19 (35.16%) 5.32 (38.63%)

Table 9. Estimation of the residual shear strength of gypsum joint specimens using equations in this study

Normal
stress
(MPa)

ϕinitial

(degree)
UCS
(MPa)

Given
JRC

Actual JRC
before the

test
Scanned JRC
after the test

Residual shear
strength from Lab

test (MPa)

Prediction based on formula (this study)

Predicted
JRC

Predicted
ϕmobilized

Predicted residual shear
strength (MPa) and

percentage difference (%)

0.40 37.50 4.42 19.60 16.80 13.64 0.35 12.49 26.29 0.33 (−6.39%)
1.00 13.35 0.92 9.46 26.29 0.63 (−31.52%)
2.00 16.78 1.64 5.95 26.29 1.08 (−34.15%)
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